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Abstract—The project is an industrial collaborated project
between NUS and Agilent Technologies Company, a Site
discrete-word, speaker dependent voice recognitiorsystem
installed in vehicle environment is developed andetted. The
voice recognition system is designed based on thtchastic
processing technique which uses Hidden Markov ModéHMM)
method to construct model for each word/phrase. Thevhole
system consists of 3 subsystems namely DAQ systevfgice
recognition system and computer system interface. ghent
U2353A DAQ tool is used to get and manipulate thepsech
signal into the computer, then MFCC parameters in ach frame
is extracted from the speech data as features and speech
database is built based on MFCC, the recognition meilt is then
transferred to the computer system interface and té interface
will take carry out the respective action accordingo the result.
VEHICLES are highly desirable environments for speec

recognition applications because the driver's eyesld
remain on the road as much as possible and, iddai
hands should remain on the steering wheel. Itéesgary that
voice recognition system can be designed for vebiaoke to
help the driver control the facilities in insideethiehicles so
that they can focus on driving and hence to retheaccident
rate [1].

I. INTRODUCTION

The objective of this project is to build a voice

recognition system for such purpose. Due to thantelogy
difficulties and short time constrain, a simplecdé&te word,
speaker dependent recognition system simulatiograno
which runs on PCs instead of real vehicles is dgpeal.

Il.  VOICE RECOGNIITON TECHNOLGY REVIEW

A. Voice recognition techniques

Currently 3 types of recognition techniques ardiadpn
modern recognition systems, namely: Template Magghi
Acoustic-phonetic recognition and Stochastic preices
These approaches differs from each other in terfnspeed,
recognition accuracy and storage requirements [2].

A.1 Template Matching

Template Matching is a form of pattern matchingeTh
speech data is represented as sets of featurervextied
templates. And each word or phase is stored asratepa
templates in the speech database. During the rémoystage,
the speaker input speech is first convert into tateand then
compared with the all templates stored in the detabThe
best match template is selected as the recognitisalt.

Template matching is based at the word level amtdagos no
reference to the phoneme within the word, whicheriaknly
suitable for developing discrete-word recognitigatem [2].

A.2 Acoustic-phonetic recognition

Acoustic-phonetic recognition functions at the péme
level, it is very good way for continuous speectogmnition
for large vocabulary because there are limitedasgmtations
of phoneme for a language. For English languageetare
only around 40 phonemes no matter how large is the
vocabulary. However, the steps involved in the gadtion
process are more complicated than the templatehingtc
method. It contains steps such as feature-extractio
segmentation and labeling and word-level recogmitio

h A.3 Acoustic-phonetic recognition

Stochastic is a probabilistic algorithm which ioabthe
process of making a sequence of nondeterminiskctens
from sets of alternatives. Similar to the templatatching
method, it also requires creating and storing eamtdl model
in the speech database, the difference is thathastic
processing does not involve direct matching betwstered
models and the input speech. On the contrary,based on
complex statistical and probabilistic calculationnda
computation. And the statistic word models are estoas
Hidden Markov Model (HMM) [3], which the key techiogy
in speech recognition process.

B. Current state-of-the-art

Commercially, there are a lot of professional voice
recognition systems that are available for PCssuséoice
recognition technology is applied in many areashagvoice
control system, entertainment, robotic and handteldces.
Voice Recognition Applications

* Automotive
Navigation systems; Telematics units; Hands-freekita
* Handhelds
Handsets ; SmartPhones ; PDA
* Game consoles
« Other Devices
Military; Industrial (e.g. warehousing); Languageatning
» Software
Windows Vista; Dragon NaturallySpeaking

Academically, there are several sophisticated open
source toolkits that people can make use of andifyntal
build HMM for voice/speech recognition system foademic
purpose. The most popular and famous toolkit is HWKich
was originally built by Cambridge University Engéeréng
Department (CUED) in 1993. It consists of a batthbwary



codes based on C programming language that pe@pie ecnaximum data value exceed certain threshold vahse.

modify and make use of. Another popular toolkitGSLU
Toolkit, which is a comprehensive suite of toolsetmable
exploration, learning, and research
human-computer interaction. The toolkit consistssef of
library files and graphic programming tools, whictake it

very easy to use to build new voice recognitioprifsice based

on HMM or Neural Network. In this project, HTK tddts are

used due to its great flexibility of making usetb& source

code.

I1l.  VOICE RECOGNITION SYSTEM IMPLEMENTATION

A. System Overview

As described above, the whole project consists of

subsystems. With the DAQ system process the speech
signal and then pass to the recognition systene¢ognize,
according to the recognition result, the systerarfate will
carry out actions such as play music, open doorsareh.

| |. Data sampling
Data acquisition

Il. Speech detection
I1l. Noise removal
.txt to WAV conversioi

|. Feature extraction
II.LHMM database building
I1l. Recognition process
. Encoding and send result

Voice recognition

|
System interface I

Fig.1 System organization

I. Decoding result
II. Action taken

B. Data Acquisition System (DAQ)

The Agilent Technologies U2353A DAQ tool provides a

sampling rate of 16 KHz with resolution of 16-b#].[ The
data it samples from the microphone is voltage |l@sgch
represents the input speech signal, however, thet idata
format required by the recognizer designed from Ho#lkit
is .WAYV format. Hence, it is necessary to convket voltage
level from the text file to the WAV file format ugj the DAQ
tool and the VEE program.

A.1 Speech Detection

Once the DAQ tool started, the data sampled keeps

feeding into the system and will make the systeisyhwith
handling the data stream. Hence, speech detectisrichbe
done to only get the speech data into the syskaunh time the
DAQ device samples 1 second of data into the coengayt
default. Normally the duration for a word will nekceed 1
second even though we speak it very slowly. The Dég)s
can begin to do the data writing action once itsssnthe

shown in the following figure, the maximum noisede(H) in
the quite environment is around 2.37V, so a biggdre such

into speech amd 3.5V can be used as a threshold value to detemfiether

the input signal is quite region or voice region.

Fig.2 Waveform in quiet environment

3 Data reading and writing process will begin once th
signal voltage from the DAQ device exceeds thesthotl
value. However, there maybe quite often the casesiheech
begins just at the end of the first 1 second domatito
guarantee the entire word/phrase signal is readfiet file, an
addition 1 second duration of sampling is necesddeyce,
for each word/phrase, the duration for them is @osds,
which contains 32000 sample data provided the sagpl
frequency is 16 KHz.

Waveform: yed.wav, Label: yed.lab, Num samples 32000, HTK sampling rate: 16.000KHz

bbb rmlland

Fig.3 Voice starts at the end of the first 1second

A.2 Pre-noise removal action
As shown in Fig.2, the DAQ device produces certain

level of DC voltage level such as 2.3V plus randooise
signal with arbitrary frequency from the environmewen
when there is no speech input. To make the sileag®n
produces not significant voltage level, the noises o be
removed before the speech is written into as Wi/ f
Firstly, sample the environment signal for 2 secosad
then derive the average environment noise voltagel [(A),
which can be used as a threshold value to remay@dise
signal. The highest voltage level (H) and lowedtage level
(L) from the quite environment should also be rdeok. With
these 3 parameters, actions can be done as fadlodvhe data
is written into a text file.

if S>LandS<H > S=0
else> s=(S- A *10000

A.3 TXT to WAV Conversion
WAVE file format has a collection of several diffeit
types of chunks [5]. A Format ("fmt ") chunk whicbntains
important parameters describing the waveform, saglits
sample rate is required. The Data chunk, whichainsatthe
actual waveform data from the .txt file, is alsoret here.



Fig.4 is a graphical overview of a simple WAV figucture. collection of triangular filters defined by the ¢en
It consists of a single WAVE containing the 2 regdichunks, frequencieg (m) as shown.

a Format and a Data Chunk as illustrated belowthin 0-——(f(K) < f,(M-1)
converting process, the data array is read frontthéle and £ (k) - f.(m-1)
then directly written into the data chunk of theAWfile to W___(f°(m_l)s f(k) < f.(m)
form the speech .WAV file. H(k,m)= fc(k)_ f°(m+1)
O — - (f(m) = f(K) < f.(m+1))
\lf\TF‘Jn{sln?llljal fc(m) - fc (m+1)
WV 0—=~(f () > f(m+D)
'F'MT "
I
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Fig.4 WAV files structure S0V A0 A2 3T B A1 A n

] . Fig.5 Filterbank
C. Voice Recognition System
Mel Frequency Cepstrum Coefficients (MFCC) [6] is Cesprum is the spectrum of the spectrum of theakign
coefficient that represents the spectrum of spettofi the which is computed by treating the spectrum of igea as a
speech signal. It is used as feature for each wbrdse to new signal and then applies the Fourier transfdfimally
build a Hidden Markov Model (HMM) for that parti@ail MFCC is obtained by computing DCT &f(j)

word/phrase. >N i
c= NZS'(J')CO{%(J' —0.5)]
j=1

B.1 Feature Extraction _ MFCC focuses only on each static state, which is no
MFCC has highly uncorrelated property and is used an4,gh to represent the dynamical flow of the spetidis
features. The speech data is read from the .WAW filynortant to estimate the change of coefficierasiframe to
undergoes the pre-emphasis process to increasnét®ly frame so that the transitional probabilities cated in the

level in high frequency component to a significéetel to MM building process can reflect the dynamicaltyiof the

detect and analysis. speech signal well [10]. The change of coefficiéntsenoted
S'(n) =S(n) - 0.98x S(n -1) as delta cepstrum and delta-delta cepstrum.
The signal after the pre-emphasis step is therdelivi AC, =C,., -C,,~== (delta cepstrum)

into frames and each frame has 512samples/franrantitey
windowing function is then applied here due torésolution
in the frequency domain is relatively high andsipectral leak A 39-dimensional vector containing 13 MFCC, 13 aelt
is small [7]. cepstrum and 13 delta-delta cepstrum is used teessgphe
. 2m(n-1) voice signal in each frame. Individual MFCC are teui
Sy '{054_ 0'4600{ N - J}S" different between different words and remains simior
Fast Fourier Transform (FFT) is then done on tgeasi  different samples of the same word at consecutigeds.
to derive the spectral of the speech signal. Fastrigr Hence, it is possible to derive a suitable andtirely
Transform uses the Dnaielson-Lanczos algorithm[gJto ~ accurate MFCC set of representation for each wore4e
quickly generate the FFT result with computatiordepr Signal by estimating MFCC from a certain numbespéech

AAC, =AC,,, -AC, """ (delta-delta cepstrum)

of 2NIg N, which is much faster than traditional DFT. signal samples.
N-1 e/ N/2-1 - N/2-1 — (Cl,Cz,..Cl3;ACI,ACZ,..ACB;AACl,AACZ,..AAC13)
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Human ear resolves frequencies non-linearly adtoss ERLLEN ZEEL BV AR R :

audio spectrum and experimental evidence suggésis t

designing a front-end to operate in a similar naedr manner
improves recognition performance [9]. The magnitud¢ |
spectrum derived in the FFT stgg(k)| is now scaled in

frequency and magnitude using Mel filter bank {9k, m):
N-1 .

S'(m) = |n(2| S(K) |.H (K, m)j for m=1,2,.M, M is the
k=0

number of filter banks and M<N. The Mel filter baikk a




thatP(O|M') > P(O|M) . Hence, ifM’ is iteratively used to
replace M and the above re-estimation is repeated, the
probability of O being observed from the model is improved
until it reaches certain limiting value. HMM modfelr the
word is successfully built by then.

Fig.6 MFCC comparision B.3 Recognition process
In the recognition process, a sequence of observed
B.2 HMM database building MFCC vector§Q,,0,,0,..0;} generated from the input

Hidden Markov Model (HMM) generally assumes thaspeech is passed into the HMM database, the piidjdbat
the sequence of the observed speech MFCC vecters tre observations are generated by each HMM
generated by the underlying states/symbols chdngesstate modelp(O|M) is then calculated. The HMM model that
to state once every time unit. So, the observeddpMFCC  produces the maximum probability is selected as the
vectors can be used as samples to estimate thelyinde recognition result.p(O|M) can be calculated by applying
states/symbols for the speech signal. Forward Algorithmand_Backward Algorithm

p(O[M) = Zﬂibi (O)ay,....ar 4a:br (Or)

i=12,.T
Forward Algorithm define a forward variabl@i(t) as
the probability of the partial observation
sequencgo,,0,,0,..0,} » When it terminates at the stage

a(t) = p{OLO2..0r g = Si| M}, the forward algorithntan be

Fig.7 HMM representation

applied.
HMM can be represented mathematicallMss{A, B, 71} Step 1: Initialization _
a8y, ;) =nb;(O)1=sj<N
Az )BarnBan S={(#, Z0) (M2, Zp) e (i 2 )} Step 2: Recursion
- N
--------------- a(t+)=b,(0.,) at)a 1< jsNi<st<T-1
Qgeenes a,, i=1
n={n,n, n,...7n} Step 3: Termination
A is the transit.i(.Jn matrix. .whose (i,j)th. e!ement p(O|M) = iai(-r)
represents the probability of transiting from symbim time =1
step t to symbol in time step t+gﬂ: =p(9,,=S;16,=S)- Backward algorithmdefine a backward variable

B=b (O,) represents the probability of the observatiorP (1) = P{Ot+10t+2..0r | G = Si, M} which demonstrated

MFCC vector being generated in statd9] the probability of the partial observation sequeffizem
m={m = p(qu = Sj| M)} represents the probability of the first bacKO..;,0.,--O;} given the current state $.
Step 1: Initialization

B(T)=1...<i<N)

state is in stat&sj given the HMM modeM. Each state or
symbol is formed by a 39-dimensional mean ve@torand a Step 2: Recursion
variance vector/, and each state has a transition mafix N ,
. . B ()= a;b,(0,)Bt+D....Ast<T-II< j<N)
changes from states to states as time processing. =
1 e-gtq-m YO Step 3: Termination

b(Q)=F—= N
V@2 | p(OIM) =Y 7b ()4 O
A prototype HMM which contains the numbers of state _ 1= _
Finally, the probability of the module producingeth

that the model had\jj, the mean vector) ), the variance o
. o ' - observed sequence vectors can be calculated byimiogthe
vector (1) and the transition matrixdj is defined. Training
) ) o forward parameters and the backward parametesito the
data is then passed into the model for re-estimatiorpose. Fonvard-Backward parameters which is  called
According to Baum-Welch algorithm, the parameters a ggnward-Backward algorithm [11]

updated until the calculated probability produced this N

Wordp(ol M) is maximized. p(O.q =S M) =a(t)B(t) = p(O|M) = ;a(t)ﬂ.(t)----(lﬁt <T)
The sampling data is passed into the prototype HMM,

the parameters in the prototype HMM is then upddigd

applying Baum-Welch algorithm [10]. A new HMM mdde

M= (A, B’, 71') with the updated parameters is obtained after

Baum-Welch  calculation. It can be derived
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Fig.9 Recognition process [11]

D. Computer System Interface

A Recognition process

The recognition system designed in HTK runs in D
command window, which is not user-friendly and jdes

integer value and send to the interface, the iaterfvill then
decode the integer message according to the ergdalihe
and take the respective action as required.
Table. | Encoding table

Word File Name Integer Code
Yes ye 3

Cancel ca 4

Music mu 5

IV. RECOGNITION RESULTS

A Recognition accuracy analysis
Table. Il Recognition result table

poor interaction between human and the system.s|
necessary to design a computer user interfaceagadtiver
can use in a more convenient way.

—— T

Fig.10 Voice recognizer interface |

Word Number Fail Accuracy
S Yes 50 2 96%
) Cancel 50 4 92%
: Music 50 2 96%
Speed 50 5 90%
Phrase Number Fail Accuracy
Window open 50 6 88%
Window close 50 7 86%
Light on 50 14 2%
Light off 50 13 74%

Obviously, the recognition result shows that ditere
word model has higher recognition accuracy thanagdr

Communication between the recognizer and the systanpdel. The reason behind is that phrase is corstguisy two
interface program has to be done so that the ateréan take discrete words and a quiet interconnecting regidhe

the action according to the recognition result.aEbieve the
communication step, share memory method is employed

Share Memory Procedure ¢

Recognizer writing data into specified memory lomat
memory locked

Writing finished, memory unlocked

Interface reads data into the specified memorytioca
recognizer wrote the data

' Reading finished, memory unlocked

Fig.11 Share Memory process

B Encoding

In the share memory procedure, only integer can be

written into the memory block and read by othergpamns.

duration of the quiet region is highly dependent tbe
speaking speed. The speaking speed for peopleaisgtiy
due to emotion change and so on. Hence, the dorafithe
quiet region is not fixed, which makes the modelaighis
region difficult and not accurate. But this regisrcounted as
part of the HMM model, so the inaccuracy of thistpaill
results in the inaccuracy of the overall phrase Hivilddel
accuracy.

[Waveform: cs5.wav, Label: cs5.lab, Num samples 32000, HTK sampling rate: 16.000KHz

quiet region
[
| Waveform: cs2.wav, Label: cs2.lab, Num samples 32000, HTK sampling rate: 16.000KHz

quiet region

Fig.12 Phrase waveform (fast speaking V.S slowlspga

This can be solved by reducing the duration ofcfhiet

word/phrase, which is in string format. To solvelsproblem,
encoding has to be done to map the word stringqitieger

discrete word. During the training step, the sgeedpeaking
phrase should also be fast to minimize the quigiore The

respectively. Each word/phrase can be represerdedna speaking speed in the recognition should also $te fa



program runs

V. CONCLUSION

[12] J.N.Holmes, “Speech Synthesis and Recognition”, Nastrand
Reinhold Co.Ltd, 1988, pp 169--177

The system designed in this project is a simulation

in PCs instead of real

improvement can be made to enable system to coatcalr
model, which requires hardware design. Anotherctive for
the future development of speech recognition systeto
expand its application to chip-level [12] to makembedded
inside handheld devices such as PDA, hand phormescaon.

vehicles. [utur
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